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Operating systems currently leverage a one-size-fits-all method for resource allocation that

does not automatically identify and adapt to user preferences. This thesis explores a machine

learning-based operating system called SmartOS that learns individual user preferences, gathering

data and feedback from the user, and then adjusts its resource allocation policy accordingly. The

feasibility of using machine learning to learn and adapt user-based allocation of computer resources

such as processing, memory, storage, and network bandwidth is studied through a user study and

implementation in the Linux operating system, and different reinforcement learning strategies are

evaluated to determine the fastest convergence of the operating system to the optimized resource

allocation policy solution.
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Chapter 1

Introduction

As modern humans, we deal with computer operating systems (OSs) in our daily lives when

we are at work, home, school, or even watching a TV show with our family at night. Operating

systems are everywhere. They exist in our desktop computers, laptops, cellphones, cars, TV,

smartwatches, etc. According to studies, there are 4.88 billion Internet users worldwide who use

the devices mentioned above with operating systems installed on them. [5] Thus, they play an

undeniably important role in our life quality.

The main job of the operating system is to manage and distribute the computer resources

among the applications. Unfortunately, today’s user-facing OSs, such as laptop, mobile, and desk-

top OSs, are typically designed with a one-size-fits-all approach to resource management. For ex-

ample, the Linux Completely Fair Scheduler (CFS) effectively divides up the CPU equally among

all processes, assigning them the same static priority [3, 44]. In contrast, users interacting with

an OS often move from task to task and application to application, wanting sufficient resources

devoted to their current task, such as editing a document, chatting via zoom, or listening to music.

In addition, users often have many applications open simultaneously, some from previous tasks that

may be resumed in the near future, including multiple tabs in a browser persistently refreshing their

content, resulting in a landscape of many applications continuing to consume system resources. In

this context, the current approach of static prioritization often fails to devote sufficient resources to

the applications that the user cares most about at that moment, resulting in degraded performance.

For example, many users experience a slow down on their computer when numerous open applica-
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tions collectively act as CPU hogs or memory hogs, in some cases due to runaway processes, and

interfere with the tasks that the user deems most important. Furthermore, other processes occupy

enough network bandwidth to interfere with real-time audio/video, including software updates and

cloud synchronization. Anyone who has tried to conduct a Zoom call while there is another lo-

cal network-hogging application understands this difficulty. Ideally, a next-generation OS would

benefit the user and alleviate these bottlenecks by being able to learn what applications the user

currently considers to be most important and adaptively prioritizing the allocation of resources to

those applications.

This thesis explores the role of machine learning in the design and implementation of next-

generation operating systems, harnessing the exploding interest in artificial intelligence and machine

learning to improve the user experience through automated learning and resource allocation in the

OS. An investigation is conducted on how the OS may be structured to accommodate learning-

based management of joint resource allocation for memory, processing, input/output (I/O), and

network bandwidth in response to user behavior. This thesis considers which machine learning

algorithms may most effectively integrate and learn from user behavior. This thesis also seeks to

understand whether there is any net benefit in performance to applying machine learning in OS

design and if so, to quantify the benefits.

The challenges faced are significant. The context that governs what the user values as most

important at any given time is complex and challenging to learn. For example, a user may currently

be engaged in editing a document, and would prefer to have CPU (central processing unit) and

memory resources prioritized towards editing. Adding complexity, the user may also be streaming

a music video from a cloud provider simultaneously and wish to listen to music while editing. This

different modality should also receive high priority in terms of CPU, memory, and notably, network

bandwidth. Static prioritization policies become difficult to craft as we consider such increasing

complexity. Heightening the complexity, each application may consist of multiple dependent com-

munication processes, which would need to receive elevated allocation as a group.

This thesis document is organized as follows. First, Chapter 2 studies the related work.
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Then, Chapter 3 shows the feasibility of a learning-based operating system that automates resource

management based on user preferences through reinforcement learning using synthetic scenarios

and envisaged user interactions. Chapter 4 describes the prediction of user frustration with the

computer using machine learning based on real-world user interaction with the computer. Chapter

5 leverages this prediction to develop a new pre-trained reinforcement learning algorithm and

evaluates its convergence in automating resource management based on user preferences in real

scenarios from a human study compared to an untrained reinforcement learning algorithm.

Thesis statement: This thesis shows that reinforcement learning can learn real-world user

preferences and adjust resource allocation in the operating system to improve the user experience.

The contributions of this thesis are as follows:

• Evaluation of the effectiveness of learning-based operating system using reinforcement

learning algorithm based on synthetic user preferences compared to other common heuris-

tics

• Developing a machine learning model predicting user frustration with their computer

based on real-world data

• Evaluating the convergence of a learning-based operating system based on real- world

user preferences using a pre-trained reinforcement learning algorithm vs. untrained rein-

forcement learning algorithm



Chapter 2

Related work

The related works in the literature are divided into two main categories. The first category

will include improving the operating system using machine learning, heuristics, etc. The second

category will be the works only focused on ascertaining the user’s feelings.

2.1 Machine Leaning in Operating systems

Limited performance in today’s operating systems has become enough of a concern that

machine learning (ML) has begun to be applied to improve application execution. Perhaps the

most closely related to this work is the recent Acclaim system that seeks to improve user experience

in the Android OS by predicting what memory pages will be used next by employing machine

learning [42]. Acclaim assumes that the most important applications are the foreground application

and audio/video apps, and statically prioritizes page reclamation for these applications. However,

as we show later, static prioritization is not ideal in various circumstances. In addition, machine

learning has been applied to improve Linux process scheduling [52, 14], I/O scheduling [46, 34], and

network cloud systems [21]. Still, each only considers one resource dimension, rather than jointly

allocating CPU, memory, networking, and I/O, and also do not learn user preferences for resource

allocation. The following research reviews the future possible directions of learning based OSes and

their challenges, however, they have not implemented none of their ideas. [69]

Some previous work has combined machine learning with control theory to preserve the

quality of service while minimizing energy consumption [48]. The issue with this method is that a
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conservative configuration was used until enough data was gathered for offline learning. Then, once

training was finished, the resource configuration was changed in their control system. As a result,

this method can not be used in an interactive environment with the user since, despite the user

giving the system feedback, the system will not change the configuration of resources in a computer

until it has enough data to do offline training. Other works in the literature used control theory to

find the sweet spot of accuracy and performance trade-off space in dynamic environments [29, 30].

Still, their method is unsuitable for our problem space as the goal in our problem space is subjective

(user preference) and changes more frequently than objective goals such as application performance

and energy consumption which are the focus of those works. This is because control theory is based

on modeling the environment. However, reinforcement learning methods in machine learning are

also applicable to environments where there is a lack of knowledge to be modeled perfectly (model-

free reinforcement learning).

2.2 Understanding User Emotions

What is emotion? There are a lot of definitions of human emotions in the literature [32]. One

explanation focuses on two features of emotions. First, emotions are the reactions to the events

that involve one’s goals, needs, or concerns. Second, emotion contains physiological, affective,

behavioral, and cognitive components [8]. Emotions differ from other feelings, such as mood, a

long-lasting user state that will bias the user’s responses to the events. Emotion is an intentional

reactive response to objects, while the user’s mood is an unintentional non-reactive state. Moods

can change the thresholds of the user’s emotions, and repetitive emotions can cause moods. There

are also some confusions between sentiments and emotions. Sentiments are mostly judgments of

objects based on one’s own experience or other’s experience, while emotions are the actual response

to an event after an event’s occurrence. To clarify these two, one example of sentiment is ”I like

receiving emails” vs. the emotion is ”I got happy after receiving this particular email.” [18]

There are two main types of emotions: primary and secondary emotions. Primary emotions

are the more impulsive ones, such as fear, and secondary ones go through cognitive procedures
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such as frustration, pride, and satisfaction. The secondary emotions are the main focus of Human-

Computer Interaction (HCI) [8].

Many works in the literature focused on human emotion prediction using different modalities

[15] :

• Firstly, audio and visual-based input modalities including eye gaze tracking, facial expres-

sions, body movement detection, and speech and auditory analysis.

• Secondly, physiological input modalities using sensor-based signals, such as electroen-

cephalogram (EEG), galvanic skin response, and electrocardiogram.

• Alternatively, extra inputs may be gained by interpreting user behavior with mouse move-

ments, keyboard keystrokes, content viewing, or even combining all of these different modal-

ities.

Some works specifically focused on emotion prediction in human-robot interaction, which do

not apply to our problem of predicting human frustrations with their computers because the nature

of the human-computer interaction is different from that of the human-robot interaction. Humans

see computers as task-oriented devices while they perceive robots as intelligent beings capable

of interacting with humans and understanding human emotions [56, 59]. This work [59] tries to

predict human-feeling prediction based on their facial expression solely. They showed that because

of the differences between human-computer interactions and human-human interactions, methods

that proved to be working in emotion prediction in human-human interactions are not applicable

in human-computer interactions. On the other hand, some other works focused explicitly on the

co-relation of mouse movement speed and direction and could predict emotions in human-computer

interaction [27]. Still, they didn’t focus on the specific emotions related to human frustration with

the computer as focused on in this thesis. Some other works studied the causes of human frustration

with their computers, which showed that the main reasons are error messages, dropped network

connections, lengthy download times, and hard-to-find features. An optimal resource allocation

policy can prevent dropped network connections and long download times. [37, 10, 35, 36] .Thus,



7

these will use the computer’s internal state, such as running applications’ resource usage profiles

and remaining resources in the computer, which directly impact the resource allocation policy and

thus will affect the user’s frustration with the computer. This thesis will also use other modalities in

combination, such as keyboard strokes, mouse movements’ speeds and directions, and users’ heads’

movements and audio of the users, which were shown co-related with the users’ emotions [55].



Chapter 3

SmartOS: A Study of Reinforcement Learning Using Synthetic Data

This chapter of the thesis introduces SmartOS, a learning-based operating system that takes

the user interactions with the OS into account to perform automated resource management. Smar-

tOS leveraged reinforcement learning to continuously gather feedback from the environment and

change the resource parameters exposed by the Linux operating system’s kernel to improve the

user experience. The contributions of this chapter are as follows:

• An architecture is described that integrated machine learning into the OS as a user space

module controlling allocation of memory, CPU, network, and I/O.

• Reinforcement learning (RL) was utilized to solve the difficult challenge of learning the

user’s context and applying the appropriate resource allocations.

• The RL algorithm was able to rapidly converge to the desired allocation of system resources,

and its overhead was modest.

3.1 Overview

Figure 3.1 depicts an overview of the SmartOS. The main learning component of the system

is the Cortex, which is the ”brain” of the SmartOS and is responsible for monitoring the applica-

tion status, user context, and the user’s interaction with the computer. In response to this state

information, the Cortex determines which resource allocation policy is the best to satisfy the user’s
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Figure 3.1: Learning-based SmartOS architecture.
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expectations. The Cortex applies the determined resource allocation policy through parameters

exposed by the kernel. The kernel then allocates CPU, memory, network bandwidth, and disk I/O

among applications according to the specified parameters. The new resource distribution changes

the quality of the user experience. The user provides feedback based on their experience to the

Cortex to indicate the resource policy has successfully achieved its objectives.

The overall architecture and design of the SmartOS are similar to Reinforcement Learning

(RL). RL consists of an agent that measures the current state of the environment, acts on the

environment, and watches the environment’s next state. Also, it receives a reward based on how

that action has affected the environment to reach its objective. In general, the RL agent’s objective

is to maximize the total gained reward. As a result, the instant gain of action is not as valuable as

the entire gain of a set of actions over time. The nature of RL makes it suitable for decision-making

problems.

Due to the similarity between the SmartOS and RL design, an RL algorithm was utilized in

the Cortex. Another reason for this design decision was that the OS constantly decides on sharing

resources among processes and scheduling processes. Therefore, this was highly suitable for RL,

which continually adapts its decisions based on the available state information. Other machine

learning techniques such as supervised and unsupervised learning were not ideal for this problem

as they could not handle the dynamic nature of this problem. However, correctly identifying the

environment’s current state, set of possible actions, and reward made this approach challenging [48].

The Cortex component was located in the user space in pursuing this Cortex model for

integrating user-adaptive learning into an OS. This resulted in easily managing, testing, debugging,

and updating the SmartOS and learning algorithms. Another approach was to place the learning

component within kernel space. This could have improved the performance. For example, KMLib

provides a fast library framework for ML applications [6] in kernel space. However, using such a

library was difficult because of the challenges of managing and debugging code in the kernel space.

It is also a trend in the industry to move applications to user space to prevent tight coupling and

slow release cycles [47]. According to section 3.3, the performance of the RL-based SmartOS in
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user space is more than adequate given the human time scales for adaptation.

3.1.1 Actions

To distribute the computer resources among different applications, one can use the parame-

ters in the kernel or change the kernel code. In this thesis, the predefined parameters were utilized

to control resource allocation to be compatible with different Linux versions (see Section 3.2). Im-

plementing the SmartOS in user space was easier using this method, which made it easily pluggable.

Among different resources in a computer, the CPU, memory, network, and disk I/O were the

main focus of the SmartOS as their allocations are critical to application performance.

3.1.2 Rewards

The best reward for SmartOS was user feedback because SmartOS’s final goal is to find the

best resource allocation policy based on user preferences. Therefore the user was the only person

who could show how effective the Cortex was in reaching its objective. The feedback could be

implicit and non-intrusive based on passively monitored interactions such as keyboard strokes or

mouse clicks and movements. For example, frustrated users move the mouse quickly or type more

rapidly. The feedback also could be explicit via a specialized application for providing feedback.

3.2 Prototype

The Cortex of SmartOS was implemented on Linux, Ubuntu 20.04 in user space. As a first

step to test the feasibility of employing RL to tune parameters automatically, simplified discrete-

valued models for the environmental states, actions, and rewards were constructed, reasoning that if

the benefits in such a system can be demonstrated for discrete values, then it can be extended later

to address the complexity of continuous-valued states. The environment state was limited to the

applications’ resource usage profiles, whether the applications were foreground or background, and

whether the applications were video/audio applications. If an application was in the foreground,

the foreground value in the environment’s current state vector was one and zero otherwise. As
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noted in the Acclaim work, whether a process is in the foreground or background state is a key

indicator of what the user views the process as being important at that moment, though as will be

shown statically, prioritizing the foreground is not the whole story. Similarly, the value was one if

an application was video/audio or zero otherwise. This allowed us to examine how the modality

of the application should be considered in learning the best resource allocation. As for the CPU,

memory, network, and disk I/O values in the state vector, if the application was intensive in the

consumption of any of these resources, the corresponding vector index for that resource type was

one otherwise zero. Choosing four independent resource dimensions allowed us to examine cases

where high-priority applications may demand intensive resources in certain dimensions while being

interfered with by other applications in various complex ways.

In addition, the range of the possible actions was limited. A value of one in the action vector

for any resource meant high priority in that corresponding resource and otherwise normal priority.

As for the reward, a script was created that generated user feedback synthetically to test

the space of a wide variety of user behavior. This gave us more freedom to explore many different

types of user behavior, both from a user resource perspective as well as a temporal perspective.

The script only gave +1 as a reward for the best action and 0 otherwise. The best action was

the resource allocation policy that resulted in the highest performance of the applications that are

important to the user in a given scenario.

3.2.1 Resource allocation

A variety of system tools in Linux were leveraged to implement changes in the relative

allocation of system resources to each application, effectively furnishing the ability to change the

prioritization of different processes independently in four separate dimensions: CPU, memory, I/O,

and network bandwidth. The RL algorithm manipulated these system ”knobs” and then inspected

whether it had converged towards the best allocation of resources. Different resource parameters

were controlled as follows:
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• CPU: the nice value was set to -20 for high priority and 0 for normal priority to control

CPU allocation.

• Memory: To control the memory, the parameters oom adjacent score and cgroup

memory swappiness were used. To set a high priority for memory for an application,

these values were set to −1000 and 0 for oom adjacent score and cgroup memory

swappiness, respectively, and for normal priority, set to 0 and 60.

• Network: cgroup netprio ifpriomap was utilized to distribute the network bandwidth

among applications. For high priority and regular priority applications, these were set to

10 and 0 respectively as priority values.

• Disk I/O: To manage the Disk I/O, ionice was used to set a real-time class with priority

0 for high priority applications and left the priority of the standard application as default

(idle class with the priority of 4).

3.2.2 Reinforcement Learning algorithm

For implementation of the automated learning, a variety of reinforcement learning algorithms

were explored, including DQN [50], QLearning [65], Sarsa [57], Double Qlearning [26], A2C [49],

and Monte Carlo [62]. For testing some of the algorithms such as DQN and A2C, [28] was used,

and for the other algorithms, Python 3.6 [4] and the Numpy [25] package were used. The Monte

Carlo Reinforcement Learning algorithm is shown in Section 3.3.5, it had the best convergence rate

compared to other methods in Table 3.1.

3.3 Evaluation

Comparisons were made between the automated learning approach of SmartOS, which applied

RL to learn the proper allocation of CPU, memory, I/O, and network bandwidth, with a variety

of static prioritization schemes. The followings are the different static prioritization heuristics that

were compared against:
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• Fg only: This heuristic set the CPU, memory, network, and disk I/O parameter of the

Foreground application to high priority.

• Fg + video/audio: This heuristic, inspired by [42], added to the previous heuristic by

giving high priority in all four resource dimensions to video/audio applications resulting in

competition in some dimensions for resources with the foreground application. The idea

was to test the case where a user may be editing a document while listening to music or

playing a video.

• Fg + dependent: It gave high priority to the foreground application and all other appli-

cations that foreground performance depends on. It identified the mentioned applications

by a predefined directed acyclic graph (DAG). The DAG was based on our common obser-

vation of what each application usually depends on. The aim was to test the case where

an application on a computer may consist of a set of dependent processes that communi-

cate via network message passing, as is the case for complex applications like browsers and

video/audio.

• Multi-dimensions: This heuristic used a predefined map that stored the essential re-

sources per application’s performance based on our common observation of the applications.

Then, it prioritized the foreground application in all resources necessary to its performance.

After that, if any remaining resources were not assigned to the foreground application, it

assigned them to the important applications to the user. These important applications were

also stored in a hash map defined by asking the user in the beginning. The intent was to

examine the case where the foreground application may have variance in its resource needs

while competing with applications that may have resource needs in different dimensions.
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Figure 3.2: Foreground app contended with a resource-intensive background app.
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Next, various scenarios were set up to compare the aforementioned static prioritization

schemes and Linux’s base CFS scheduling algorithm with SmartOS’ automated RL.

3.3.1 Foreground contended with resource-intensive background

In this scenario, a foreground application that should have been given the highest priority

for all resources to maximize user experience, was forced to compete with a resource-intensive

background application that was not as important to the user. Both the foreground and runaway

background applications were implemented as stress applications that made equal intensive use of

the CPU, memory, and disk I/O, consuming the same resources on the same core in an Ubuntu

20.04 virtual machine with 8 GB of memory, one processor, and a 50 GB VDI disk drive.

In Figure 3.2, the blue and orange bars show the performance of the foreground application

and background application correspondingly proportional to the base Linux over 60 seconds of exe-

cution. CFS-based Linux gave equal priority to the foreground and background, so the foreground

application could not make as much progress as in other policies. In contrast, for each heuristic

static prioritization policy, the foreground could run at twice the ops/sec rate of the base Linux

case. At the same time, the background application was appropriately given scant resources. Sim-

ilarly, SmartOS’ user-adaptive RL strategy learned the correct policy and converged to the same

actions, prioritizing the foreground application. We used the Monte Carlo RL algorithm for these

and the following comparisons.

3.3.2 Foreground under-performed due to a dependent application

In this experiment, a stress app ran as a foreground app that consumed CPU, memory, and

disk I/O and communicated through blocking pipes with another process that was also another

stress app and was intensive in consumption of the same resources as the foreground application.

A third runaway application was also running that was intensive in CPU, memory, and disk I/O

usages. All of these were running on the same core. Hence, these three applications competed on

attaining CPU, memory, and disk I/O. Figure 3.3 shows how the Fg only heuristic could not achieve
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Figure 3.3: Foreground under-performed due to a dependent application.
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a good performance as it only changed the priority of the foreground app to high priority and left the

background app unchanged. Thus, the foreground app, which was messaging through pipes with the

background app, remained in the blocking stage for a significant portion of its execution time and

made the CPU available to the runaway application, resulting in an undesired resource allocation,

which led to user frustration. The same also happened with the Fg+Video/Audio and Multi-

dimension heuristics. The only successful heuristics in this experiment were the Fg+dependent

static policy and SmartOS, which converged to the best resource allocation decision.

3.3.3 Multiple important applications with needs in separate dimensions

Sometimes the performance of other applications besides the foreground application is also

crucial for enhancing the user experience. An example of this scenario would be when a user

is working inside a document editing application, but is also monitoring a stock widget on their

laptop screen, or listening to music. The stock widget or music is not a foreground application,

but its performance is important to the user. Suppose the other applications important to the

user are consuming different kinds of resources from the foreground application. In that case, the

priority for all resources should not be given to the foreground application. In order to test such a

scenario, a VM with four cores, 3 GB of RAM, and 50 GB of VDI hard disk with installed Ubuntu

20.04 was set up. A stress app that was CPU intensive was run as a foreground application on

core one, and two memory-intensive applications were run on cores 2 and 3, respectively. One

memory-intensive application played an important role in the user experience, and the other was a

runaway application. Since all applications ran on different cores, they did not compete for more

computation. As a result, giving more priority to the foreground application did not affect its

performance. Thus the Fg only, Fg+Video/Audio, and Fg+Dependent static prioritization policies

did not improve the user experience. However, the multi-dimensional heuristic achieved a better

user experience as it only gave priority in CPU to the foreground application and gave more priority

in memory to the critical background application. The two memory-intensive applications competed

over the memory since they did not fit simultaneously in the memory and needed to be swapped out
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Figure 3.4: Multiple important applications with resource needs in separate dimensions.
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to disk space. As a result, giving more memory priority to the critical application enriched the user

experience because it prevented swapping out of the critical application. Figure 3.4 demonstrates

the same result. SmartOS learned and achieved the same performance as the multi-dimensional

static prioritization approach.

3.3.4 Variation of dimensions

The following experiment consisted of random assignments of the importance of various

applications and their resource needs. A random generator first selected the CPU as the resource

needed for a stress application running as a foreground application on core one. It also randomly

chose the CPU for the second stress application competing with the foreground running on the same

core. After that, the random generator picked the memory as the resource needed for applications

three and four. These two memory-intensive applications ran on core two and three, and competed

over memory. One of these two applications’ performance is critical to the user experience quality,

and the other one is a runaway application. Figure 3.5 shows that the static multi-dimensional

heuristic did not allocate resources efficiently because it picked the memory as the required resource

for the foreground application and the second application, and the CPU as the necessary resource

for the third and the fourth applications, which differed from what these applications needed. The

other three heuristics, Fg only, Fg+Video/Audio, and Fg+dependent, successfully improved the

foreground application but did not alter the critical application’s performance. Only SmartOS

successfully enhanced both the foreground and the critical application’s performance.

Table 3.1: Different Reinforce Learning methods convergence in a dynamic setting.

RL Algorithm Feedbacks# Episodes#

DQN [50] 52000 13000

QLearning [65] 28400 7100

Sarsa [57] 3680 920

Double Qlearning [26] 2400 600

A2C [49] 1600 400

Monte Carlo [62] 400 100
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Figure 3.5: Variation of dimensions.
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3.3.5 SmartOS dynamicity and convergence

This section evaluates how quickly SmartOS can adapt and converge to appropriate resource

allocations based on user feedback. An experiment was designed that combined all the previous

experiments. In other words, A script ran all the applications in Section 3.3.1 for 60 seconds.

Meanwhile, SmartOS applied a resource allocation policy and requested feedback after applying

the policy from the script. After 60 seconds, the script terminated all the running applications in

Section 3.3.1 and started all the applications in Sec 3.3.2 for 60 seconds, etc. This same procedure

was repeated for the applications in Section 3.3.3 and Section 3.3.4. Each repetition of Section 3.3.1

to Section 3.3.4 is called an Episode. After an episode was completed, this process was repeated

with a new episode. Table 3.1 shows the number of feedbacks required for each reinforcement

learning algorithm to find the best collection of policies. The results show that the Monte Carlo

algorithm converged faster than other reinforcement learning algorithms.

Figure 3.6 provides a detailed temporal perspective of how SmartOS achieved the best set

of policies and a maximum reward of 4 (one for each distinguished experiment) after receiving

400 feedbacks using the Monte Carlo in 100 episodes. It is demonstrated that there is rapid

convergence early in the learning process. Note that what is portrayed in graph 3.6, is a smoothed

average of ten episodes. Although it appears that episode 100 did not achieve the maximum award,

namely full convergence of 4, the unsmoothed value attained a value of 4. So Monte Carlo reached

full convergence by episode 100. While this experiment combined many iterations of different

scenarios, note that for just a single scenario of the foreground application explained in section

3.3.1, convergence was achieved in just eight steps.

The Monte Carlo implementation of RL in the SmartOS Cortex was used as a basis for

performance measurements. SmartOS adapted to each user feedback in 0.218 ms of total execution

time. 0.21 ms of that time consisted of purely CPU execution, and the rest contains context

switch time. These results show that SmartOS is reasonably responsive to user feedback without

excessively burdening Linux, given that time scales for human adaptation are on the order of
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Figure 3.6: Convergence of Monte Carlo in a dynamic setting (each episode consisted of 4 feedbacks).
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seconds. Also, the required memory to run the Cortex application was 23.1 MB.

3.4 Conclusions

This chapter presented SmartOS, a learning-based operating system that implements re-

inforcement learning to automatically adjust the allocation of memory, CPU, I/O, and network

bandwidth according to learned user preferences. SmartOS was implemented in Linux user space,

and our test results showed SmartOS adapted automatically to increasingly complex allocation

synthetic scenarios, unlike static prioritization policies. It was also demonstrated that a Monte

Carlo RL algorithm achieved the fastest convergence in terms of its learning rate, and that its

overhead was tenths of milliseconds.



Chapter 4

Human Frustration Prediction

This thesis chapter investigated a model for human frustration prediction via an IRB-approved

human study. First, an application was developed that ran in the user’s computer/laptop/VM with

Linux 20.04. Then, the application collected the user’s data, including time, the list of running apps

and their resource usage profiles and resource utilization of the system and the active app that the

user was working with, mouse clicks and movements, keyboard clicks’ patterns, audio features, head

movements through the computer’s microphone and webcam passively without interfering with the

user’s daily work. User reported the times they were frustrated with their computer’s performance

and explained their reasons for their frustration through the app. Finally, the application sent the

data to the cloud. After two weeks of data collection, a model was developed offline that predicted

the user frustration with the computer using the collected data. So the main contribution of this

chapter involves the following:

• First, an overview of the application and all the collected data are described.

• Second, the data cleaning and preprocessing for the model development are explained in

detail.

• Third, the architecture of the model that predicts users’ frustrations with their comput-

ers is demonstrated that works with multiple modalities of the data, such as continuous,

categorical, audio, video, and text.
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Figure 4.1: SmartOS Application Central Page

• Finally, there is a comparison between the model’s effectiveness with other possible machine

learning models.

4.1 Application Overview

An IRB-approved study collected data from fifteen human users of desktop computers by

installing a SmartOS app on their computers. A variety of data were collected from their computers,

including time, the list of running apps and their resource usage profiles and resource utilization

of the system and the active app that the user was working with, mouse clicks and movements,

keyboard clicks’ patterns, audio features, head movements through computer’s microphone and

webcam and explicit feedback when users became frustrated. The collected data were used to train

a model that predicts user frustration.

4.1.1 Application Usage Procedure

After the user DocuSigned the consent form, the link was sent in an email to the user for

downloading, installing, and running the SmartOS software app on their desktop/laptop, as shown

in Figure 4.1. When the user ran the SmartOS app for the first time, they needed to complete an

initial satisfaction ”First Survey” shown in Figure 4.2. After this step, monitoring began on the

user’s desktop/laptop. Once the SmartOS server received the survey data, it generated a unique

numerical ID for the user and registered it in the system for the remainder of the study. The
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Figure 4.2: SmartOS Application First Survey Form

Figure 4.3: SmartOS Application Report Form
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user’s subsequent interaction with the server was labeled with this numerical ID. All the data were

de-identified as the SmartOS application did not collect personally identifiable information such as

name, email address, etc. All the audio data were converted on the user’s computer to MFCCS

(Mel-frequency cepstrum), then sent to the server. The MFCCS data are not reconvertible to their

original raw audio form. The webcam detected the user’s head position with respect to their screen

size using a convolutional neural network face detection model running on the user’s computer, and

it sent four numbers: top, bottom, left, and right of the user’s face position with respect to their

screen size to the server. So no raw videos were collected in the human study. As for the keyboard

pressing patterns, the smartOS app only sent the timestamp the user pressed a key to the server.

It did not collect what the user typed. Thus, no one can identify the user’s data, not even SmartOS

researchers.

The detailed procedure for using the app after the installation was as follows:

• First, the user had to connect to the Internet. Then they had to download, install, and

run the application on their computer.

• Once they ran the application, they saw the screen in Figure 4.1 called the central page

of the application, which contained three buttons, First Survey, Enable Smart OS, and

Report. First, the user clicked on the First Survey button and completed the first survey

form. The other buttons did not work until the First Survey was completed. Once they

completed the ”first survey” shown in Figure 4.2, the monitoring and data collection began.

• For the study, the user needed to run the application whenever they turned on their com-

puter. The application passively collected all the data types mentioned in Section 4.1.2.

• In addition to this, the user also needed to report the times they were dissatisfied with

their computer using the report form in the app, shown in Figure 4.3. The user could type

a brief explanation of the reason for their frustration before submitting their report.

• After two weeks, the data monitoring stopped.
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The time commitment for the subjects in this study was around two weeks.

4.1.2 Data Collection

The application collected data about user interaction with their computer that were used as

the input to the machine-learning model to detect user frustration with their computer. To collect

data, first, in the SmartOS monitoring app downloaded and installed by the user, the user filled

out a ”First Survey” shown in Figure 4.2. This form was only filled out once at the beginning of

the study and asked the user to describe the extent of their dissatisfaction with their computer

and reasons for being dissatisfied. At the end of the initial survey, the user was reminded that

the monitoring begins immediately once they fill out and submit the survey. Once this form was

completed, the SmartOS app collected the following user data for two weeks:

• User-computer interactions:

∗ Mouse clicks, mouse movements, mouse scrolls: Previous studies showed when

the user is frustrated with the system, they tend to make more mouse clicks and move

the mouse faster in divergent directions. For example, in [27, 67] they studied the

captured mouse cursor’s x/y position and timestamp at a millisecond precision rate,

total distance, and average cursor’s speed to infer emotions. In [70], they analyzed

parameters including the number of mouse clicks per minute, the average duration

of mouse clicks (from the button-down to the button-up event), and the maximum,

minimum and average mouse speeds to compute the affective state. In [58] they studied

the number of clicks (per button and aggregated); overall distance; covered distance

(the distance the cursor has traversed) between two button press events, between a

button press and its following release event, between a button release and its following

press event and between two button release events; the Euclidean distance in the

four previously described cases; the difference between the covered and the Euclidean

distances calculated; and time duration between the proposed combinations of events
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to predict the user’s affective state. Thus, inspired by previous studies, we captured

the mouse cursor’s x/y positions, the mouse clicks’ x/y positions, mouse scrolls’ x/y

positions, and the scrolls’ amount in the x/y coordinate along with timestamps at a

millisecond precision rates.

∗ The pattern of keyboard keys clicks and special keys (such as ESC, delete,

enter, space, etc.) clicks: According to other studies, frustrated users may betray

their agitations by typing faster or clustering specific keys together [31, 70, 39]. In

[31] they studied features such as typing speed (mode, standard deviation, standard

variance, and range) of the number of characters typed in 5-second intervals, total

time taken for typing, the total number of backspaces used, and idle time in between

(if any) when the user is not typing anything for recognizing emotions from keyboard

stroke pattern. In [58] they studied the number of key press events, the average time

between press events, the average time between a press and its following release event,

and the number of times a certain key or a group of keys has been pressed (backspace

key, delete key, alphabetical characters keys, etc.), and the indicators proposed in [16],

which were generated from creating combinations of two or three keystrokes events

to predict the user affective state. Following the footsteps of the previous work, the

SmartOS app collected all the keys clicks and special keys clicks (such as ESC, delete,

enter, space, etc.) with timestamps at a millisecond precision rates.

• User audio: Frustrated users may voice their frustration in various ways, such as rais-

ing their voice or vocalizing more rapidly or frequently, which may help us identify user

frustration. In [63] they used audio spectrum for emotion recognition using deep neural

networks. In [54] they made an emotion recognition system based on prosodic features

(i.e., intensity, pitch, formant frequencies of sounds) combined with short-term perceptual

features to classify emotions. In [66], they used spectrograms, the existence of certain

words, and a phoneme segmentator to recognize emotions. In [61] they used the perceptual
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evaluation of audio quality (PEAQ) model as described by the standard ITU-R BS.1387-1,

which provides a mathematical model resembling the human auditory system. In [9] they

preprocessed the raw audio signal from voice data in the database and then extracted 34-

dimensional low-level handcrafted acoustic features of time-domain, spectral-domain, and

cepstral-domain characteristics, including zero crossing rate, energy, the entropy of energy,

spectral centroid, spectral spread, spectral entropy, spectral flux, spectral roll-off, MFCCs

(Mel frequency cepstral coefficients), 12-dimensional chroma vector, and standard deviation

of chroma vector. They kept the maximum input of 100 frames and finally got a (100, 34)

vector for each utterance. To show the manual acoustic emotional features more intuitively,

they visualized several features, including chroma, zero crossing rate, MFCCs, energy, and

spectral flux. In [23] they showed that the MFCC are the best features for recognition of

emotional content in the audio. Thus SmartOS app collected the MFCCS of users’ audio.

• User video: Frustrated users may move their heads in divergent directions quickly. In

[63] they used video frames with deep neural networks to recognize emotions from head

movements. SmartOS collected head positions which were computed using convolutional

neural network face detection model applied on video frames recorded with the user’s

computer’s webcam .

• System-wide information such as computation, memory usage, network band-

width, and input/output bandwidth of the running applications in the com-

puter and the computer(Applications’ and Computer’ states): SmartOS’ goal is

to predict the cases when the user is frustrated with the system. Thus the system resource

allocation information helps identify scenarios where the user is specifically unhappy due

to the slow response of their computer.

• User Feedback: Lastly, users reported their frustration with the system through the

application using the Report Button, which opens a small window for describing and sub-

mitting the event causing the frustration, as shown in “report form” in Figure 4.3. Reports
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provided the ground truth value of user frustration with their computers.

4.2 Architecture

The human study in this chapter was designed for data collection, so the SmartOS app did

not modify the resource allocations policy on the user’s computer. In the following sections, first,

the procedure of collection and storing the data mentioned in Section 4.1.2 is explained in Section

4.2.1. Then the steps taken for data cleaning and preprocessing before implementing the model in

Section 4.2.2 are described. Finally, in Section 4.2.3, an introduction of the model architectures used

for emotion recognition in previous works is presented. Then the model architecture for predicting

human frustration with their computers is demonstrated.

4.2.1 Application Architecture

The above data in Section 4.1.2 is collected and communicated to the AWS Data server, where

they are stored in the DynamoDB database and subject to further analysis as shown in Figure 4.4

every 10 seconds. After the data collection phase, the data were cleaned and preprocessed. Then a

machine learning model was developed offline to predict the user frustration based on the collected

data at the cloud server.

4.2.2 Data Cleaning and Preprocessing

Our data is multi-modal, so each modality needs its specific cleaning and preprocessing. The

followings are the data cleanings and reprocessing done to each raw data modality before feeding

the data as input to the machine learning model.

• Mouse Movements Data Cleaning and Preprocessing After every 10 seconds, the

server received the x/y positions and recorded timestamps of all the mouse cursor movement

events at a millisecond rate. First, these events were divided into one-second intervals. Then



33

Figure 4.4: SmartOS App: Data Collection for Human Frustration Prediction Architecture
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the number of events and the mean and standard deviation of x/y positions of the mouse

cursor movement events in each interval were computed and fed to the model.

• Mouse Clicks Data Cleaning and Preprocessing After every 10 seconds, the server

received the x/y positions and recorded timestamps of all the mouse cursor click events at

a millisecond rate. First, these events were divided into one-second intervals. Then the

number of left-click and right-click events and the mean and standard deviation of x/y

positions of mouse click events in each interval were computed and fed to the model.

• Mouse Scrolls Data Cleaning and Preprocessing After every 10 seconds, the server

received the x/y positions of all the mouse cursor scroll events, the amount of scrolls in x/y

coordinates, and their recorded timestamp at a millisecond rate. First, these events were

divided into one-second intervals. Then the mean and standard deviation of x/y positions

and x/y amounts of the mouse scroll events in each interval were computed and fed to the

model.

• Keyboard Clicks Data Cleaning and Preprocessing After every 10 seconds, the

server received all the keyboard clicks events timestamps at a millisecond rate. These

events were divided into one-tenth-of-second intervals because the highest typing speed is

a character per 0.1 seconds and the number of clicks were counted in each interval and fed

to the model.

• Special Keys Clicks Data Cleaning and Preprocessing After every 10 seconds, the

server received all the special keys (such as ESC, delete, enter, space, etc. ) clicks events

timestamps at a millisecond rate. These events were divided into one-tenth-of-second in-

tervals because the highest typing speed is a character per 0.1 seconds and the number of

clicks were counted in each interval and fed to the model.

• Audio Data Cleaning and Preprocessing After every 10 seconds, the server received

the MFCCS computed based on the raw audio. Then it computed the mean on axis 0 and
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padded it with zeros so that the feature’s length is 864.

• Video Data Cleaning and Preprocessing After every 10 seconds, the server received

a vector of the top, bottom, left, and right positions of the user head. Then it padded it

with zeros so that the feature’s length is 32.

• Applications Data Cleaning and Preprocessing After every 10 seconds, the server

received a vector of the top 10 applications in CPU usage, Memory usage, Disk usage and

Network usage. Each application consisted of a vector of data as follows:

∗ Process ID

∗ User: If the application user were root, this value was one otherwise was zero.

∗ Nice value

∗ Virtual, residential and shared memory of each application in bytes

∗ State: The index of the Application’s state in the following list minus one:

(1) Uninterruptible sleep

(2) Idle

(3) Running

(4) Sleeping

(5) Stopped by the job control signal

(6) Stopped by the debugger during trace

(7) Zombie

∗ CPU usage and memory usage percentages

∗ Application command: Application command names were added to a list, and their

indexes in the list were used for encoding the command.

∗ IO priority

∗ Disk read, write, swap in usages in bytes
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∗ IO usage percentage

∗ Fg: If an application were a foreground, the Fg was one, otherwise was zero.

∗ Sent and received network data in bytes.

• Computer Total Resource Usage profile Data Cleaning and Preprocessing After

every 10 seconds, the server received data regarding the total resource usage profile of the

computer. It consists of the following:

∗ Number of Total Tasks

∗ Number of Sleeping Tasks

∗ Number of Stopped Tasks

∗ Number of Zombie Tasks

∗ Percentage of idle CPU

∗ Free Memory in Bytes

∗ Free Swap Memory in Bytes

∗ Total percentages of the IO

∗ Total Network Packets Sent and Received in Bytes

• Ground truth values(Labels) For setting the labels, the timestamps of all the reports

submitted by the users in the human study were used. All the data collected within 90

seconds of each report was labeled as frustration, thus resulting in a total 665 number of

data labeled as frustration cases. The selection of 90 seconds intervals was because human

emotions usually last 90 seconds. [2]

4.2.3 Model Architecture

Some previous works researched emotion prediction. However, as far as this study is con-

cerned, none have focused on human frustration prediction with their computers using all the data
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modalities ,used in this thesis. For example, In [17, 68, 53] they used the same feature as this thesis

to predict emotions from the mouse data, however, they used linear regression, support vector

machines, and random forest as their machine learning models. In [31, 20], they predicted emotion

from the keyboard strokes’ patterns using the same data as this thesis, and they used multi-layer

perceptron and random forest as their machine learning models. In [38, 51, 13, 24, 41, 40] they

focused on emotion prediction using speech. In [38] they used a pre-trained image classification

network. In [13, 24] they used deep learning architecture and in [41, 40], they applied domain

adversarial neural network and unsupervised learning respectively. In [22, 45] they used head mo-

tions to predict emotion using feature engineering and support vector regression, linear regression,

hidden Markov model, LSTM, CNN, and the fusion between LSTM and linear regression.

First, due to the multi-modal input data of the problem, a supervised model using deep

learning was defined. The supervised model base architecture, which is referenced as architecture

one, is shown in Figure 4.5 which includes the following:

(1) All the input provided to the model after cleaning and preprocessing

(2) Each modality in our data input was connected to its specific layers consisting of three

or four CNN layers or LSTM layers based on the input. These layers will convert each

modality to a tensor with the shape of eight. CNN and LSTM layers were used to capture

each individual user changes along time.

(3) These vectors were concatenated through the concatenate layer

(4) The output of the concatenate layer was fed to the dense layer with the output of 128 and

an L2 regularizer with the parameter value of 0.2, followed by the Leaky Relu with an alpha

of 0.2 as activation function and a batch normalization layer and a dropout layer with a

dropout rate of 0.4.

(5) The output of the dropout layer was connected to another combination of layers similar to

the 4 with only a difference in the output dimension of the dense layer, which was 32.
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Figure 4.5: Human Frustration Prediction Supervised Model Architecture 1
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(6) Afterwards, the output of the dropout layer was connected to another combination of layers

similar to the 4 with only a difference in the output dimension of the dense layer, which

was 8.

(7) the last dense layer received the output of 6 and produced a single output which was

then fed into the Sigmoid activation function to predict the probability of the user being

frustrated or not.

Using three or four layers of CNN, LSTM or Dense and decreasing the size of each layer’s

output dimension is a common practice for deep learning.

The numbers of labeled data were limited because the users did not report all their frustra-

tion cases. Sometimes, they forgot to report their frustrations or they became tired of reporting

for the same reason multiple times. In addition, Users adjusted themselves and their expecta-

tions to avoid dealing with the difficulties. Thus the unlabeled data should not be recognized as

satisfaction cases. So modifying the model’s architecture to a semi-supervised model [11] using a

Generative Adversarial Network [12] seemed natural. As shown in Figure 4.6 the supervised model

and unsupervised model shared their backbone layers. These backbone layers were the same layers

minus the last dense and Sigmoid in Figure 4.5. In addition, the generator model was connected

to the unsupervised model. The unsupervised model input consisted of the fake data generated by

the generative network and the real data from the human study. The unsupervised model did not

differentiate between the real data labeled as frustrated or not. They are all real data, thus, they

have the label of one. The supervised model input consisted of the real data labeled as frustration

cases by the user and the same number of data sampled from the unlabeled real data in the human

study. Using this method, the numbers of positive and negative samples were the same. Thus

accuracy was a reliable metric for assessing the success of the supervised model.

The supervised model is only trained on the labeled data and only a small set of unlabeled

data. The generator and unsupervised model strengthen each other to learn the hidden statistic

patterns in all the data, both labeled and unlabeled as frustration. Thus, the shared layers between
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Figure 4.6: Human Frustration Prediction Semi-supervised Model Using Using Generative Adver-
sarial Network
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the supervised and unsupervised models brought the supervised model the advantage of learning

more about the data and its statistical patterns. As a result, supervised model can predict the the

frustration using only a few labeled data.

The cycle of training included three mini-epochs:

(1) supervised model was trained for one mini epoch on the real labeled data and the sampled

real unlabeled data.

(2) unsupervised model was trained for one mini epoch on the real data collected from the

human study and the generated data from the generator. It should be noted that the

generator is not trainable at this stage.

(3) the generative adversarial network (GAN) was trained on the random input and the output

of the unsupervised model. The GAN network learned in this phase to generate data in

such a way that the unsupervised model can not distinguish between real and fake data.

It should be noted that the unsupervised model is not trainable at this stage.

This whole cycle was repeated for the total number of epochs divided by mini epochs. The

number of mini epochs in the model was set to 64, and the batch size was set to 128.

4.3 Evaluation

As for the evaluation, The number of epochs was 256. The total number of input data of

the supervised model was 1330, and the total number of data collected from our user study was

122577 cases that were fed to the unsupervised model. The input data of the supervised model

was divided into 80% training data and 20% test/validation data. The skit-learn train test split

function did the sampling for the train and test data with the stratify parameter set according to

the labels which results in unbiased test results.
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Figure 4.7: Human Frustration Prediction Supervised Model Architecture 2
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Figure 4.8: Human Frustration Prediction Dropout rate Search

Figure 4.9: Human Frustration Prediction L2 regularizer Parameter Search
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Figure 4.10: Human Frustration Prediction Models Comparisons



45

4.3.1 Parameter Search

A parameter search was done to find the best combination of the L2 regularizer parameter

and dropout rate. First, As shown in Figure 4.8 with the l2 parameter set to 0.01, the dropout rate

of 0.4 resulted in the highest accuracy. Then the dropout rate was set to 0.4, and the l2 parameter

of 0.2 consequenced in the highest accuracy. In a nutshell, as shown in Figure 4.9, the combination

of 0.4 as the dropout rate and 0.2 as the L2 regularizer parameter produced the highest accuracy.

4.3.2 Models’ Comparison

In addition, the semi-supervised model based on architecture 1 in Figure 4.6, was compared

with the supervised model architecture 1 in Figure 4.5. Another comparison was conducted between

different architectures for the semi-supervised model. One architecture was based on using layers

in architecture 1 in Figure 4.5 for shared backbone layers in the semi-supervised model. And the

second architecture was more complicated, which used layers in architecture 2 of Figure 4.7 for the

shared backbone layers in the semi-supervised model inspired by [22, 45]. As shown in the graph

of Figure 4.10 the semi-supervised model based on architecture 1 reached the highest accuracy of

90%.

4.4 Conclusion

In this chapter, a human study with fifteen users was completed. In the study, the SmartOS

application collected multi-modal data from the users’ computers and sent the data to AWS data

servers. The collected data were used to predict human frustrations with their computers. Thus

different machine learning model architectures were evaluated, and a semi-supervised model using

a generative adversarial network (GAN) resulted in the highest accuracy of 90%.



Chapter 5

SmartOS: Improving Reinforcement Learning Algorithm Convergence Using

Pre-training

In this thesis chapter, the SmartOS cortex was moved to the remote server so that it can

learn across users and then the reinforcement learning algorithm in the SmartOS was improved

to converge faster to the desired allocation resource policy to minimize user frustration. As we

saw in Chapter 3, SmartOS takes a minimum of eight feedbacks to reach an optimal resource

allocation policy for one synthetic scenario consisting of 4 applications. This minimum required

feedbacks increases with the number of different scenarios and their complexity. The increment

in required feedbacks decreases the smoothness and usability of the SmartOS and diverges us

from the primary goal of SmartOS, reducing user frustration. In order to address this problem,

different RL algorithms were compared to find which one converges faster for the real frustration

scenarios reported in Chapter 4. After that, the best RL algorithm for SmartOS was pre-trained and

compared in terms of its average convergence with the untrained version of the same algorithm in

the real frustration scenarios reported in the human study in Chapter 4. So the main contributions

of this chapter are as follows:

• First, all options in pre-training the RL are listed. Then it is explained that pre-training

the RL algorithm with the model developed in Chapter 4 generalizes better in real everyday

cases.

• Second, the architecture of one of the RL models tried in this chapter is detailed. All other

RL algorithms follow a similar theme.
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Figure 5.1: Pre-training The Reinforcement Algorithm in the SmartOS Using Third Methodology

• Third, different RL algorithms’ average convergence times in the scenarios reported as

frustration in Chapter 4 are compared.

• Then, it is studied whether pre-training the fastest RL model from the prior step 5 can

converge faster on real-world scenarios reported as frustration in Chapter 4 or not.

5.1 Pre-training SmartOS Reinforcement Learning algorithm

In order to make the reinforcement learning converge faster to the optimal set of actions to

maximize the reward, it should be pre-trained in a simulated environment. The methodologies for

pre-training the RL in the SmartOS are as follows:

• One methodology is to develop synthetic scenarios and manually find the best actions for

those scenarios. Then, place the smartOS app in those scenarios and feed it with synthetic

feedbacks generated from a script guiding the SmartOS app towards the best set of actions

we found earlier. The issue with this methodology is that developing enough scenarios

for the SmartOS to generalize to real everyday scenarios a user may face is tedious and

time-consuming.
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• The second methodology is to let the SmartOS app run on my computer and give the ap-

plication my feedback manually through the application report form. This methodology is

better than the first methodology in terms of being trained on a higher number of scenarios,

leading to a state that the SmartOS can generalize better in real everyday scenarios. Still,

it should be noted that giving manual feedback is a tedious and time-consuming job and

slows down the whole pre-traning process.

• As shown in graph of Figure 5.1, the third and the best methodology of all is to let the

SmartOS app run on my computer, but instead of providing manual feedback to it, let the

human frustration prediction machine learning model developed in Chapter 4 give it the

prediction of my frustration with my computer based on my next state as a reward. This

way, I should not provide anything manually, which speeds the whole pre-training process

and makes it possible for the SmartOS to see even more everyday scenarios that help it

generalize better in real everyday scenarios.

5.2 Reinforcement Learning Model Architecture

The state of the RL Learning model was a continuous vector, identical to the data collected

in Section 4.1.2. The continues state made the representation of the state stronger. The action of

the RL Learning model was a discrete vector, the same as the action in Section 3.2. The reward of

the RL learning model in the pre-training was set to one minus the predicted value of the human

frustration prediction model developed and trained in Chapter 4 based on the next state’s value.

And the reward of the RL learning model in the testing was set to one if the action was in the set

of the best actions that resolved the user’s frustration reason, otherwise zero.

One of the RL algorithms developed for the evaluation section is A2C [49]. A2C consists of

two separate models, one for the actor and one for the critic. The actor model takes the state as the

input and outputs the action resulting in the maximum reward based on its current knowledge. The

critic model takes the state as the input and outputs the value of the state based on the insights it
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Figure 5.2: Actor Model Architecture in The SmartOS A2C Reinforcement Learning Model
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Figure 5.3: Critic Model Architecture in The SmartOS A2C Reinforcement Learning Model
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has gained so far. The state inputs in actor and critic models are the same as the input in the human

frustration prediction machine learning model, which was developed in Chapter 4. In addition, the

output of that model was predicting human frustration, and reducing human frustration is the

final goal of the RL algorithm. Hence, using transfer learning [7] and transferring the knowledge

learned in Chapter 4 to the RL algorithm before pre-training is advantageous. Thus, as shown in

Figures 5.2 and 5.3, the human frustration prediction model and its trained weights were used in

both the actor and critic architectures. The only modification to the human frustration prediction

model was removing its two last layers. The remaining human frustration prediction model layers

were not trainable in actor and critic models.

Since the modified human frustration prediction model encoded the state into a tensor with

the shape of 8 in such a way that it conveys the information required for predicting frustration. So

this tensor first needed to be decoded and Then transformed into the action output.

As a result the following layers were added to the actor model:

(1) The output of the modified human frustration prediction model was fed to a dense layer

with the output of 16 and an L2 regularizer with the parameter value 0f 0.2 followed by

a Leaky Relu with the alpha of 0.2 as activation function and a batch normalization layer

and a dropout layer with the dropout rate of 0.4.

(2) Then, the output of the Dropout layer was connected to another combination of layers

similar to the 1 with only a difference in the output dimension of the dense layer, which

was 32.

(3) Later, the the output of 2 was connected to a third combination of layers similar to the 1

in which the dense layer’s output dimension was 64.

(4) Afterwards, the 3’s output was connected to a fourth combination of layers similar to the

1 with 128 as the dense layer’s output dimension.

(5) The last dense layer received the output of 4 and produced a tensor with the shape of 50,
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which was fed into a Leaky Relu and a batch normalization with the same parameters as

1 and then reshaped into a tensor with the shape of (50,1,1)

(6) After all the dense layers, there was a Conv2dTranpose with one output and 4 and 2 as the

filter and stride sizes, respectively, and the same padding. The Conv2dTranpose uses an

L2 regularizer with the parameter value 0f 0.2. The Conv2dTranpose output was followed

by a Leaky Relu, batch normalization, and a dropout layer with the same parameters as

the 1.

(7) The last layer was another Conv2dTranspose with the same parameters as 6 with a Sigmoid

activation function followed by a batch normalization, and a dropout with the same param-

eters as 1. The output of the dropout layer was reshaped to a tensor with the dimension

of (200, 4), which is the action output.

The critic model architecture is very similar to the actor model architecture. The critic has

the same modified human frustration prediction model used in the actor model followed by layers

identical to the immediate layer in the actor model after the modified human frustration prediction

model with 16, 32, 64, 32, 16 as the outputs of the dense layer. Then the last layer is another dense

layer with only a single output which is the value of the state.

The selection of layers with increasing output sizes are for decoding while the selection of

layers with increasing output sizes are for transformingencoding. Using 3 or 4 dense layers for

decoding and encoding is a common practice in deep learning.

All the other reinforcement learning algorithms evaluated in Section 5.3, including the policy

gradient [64], Actor-critic [33], Proximal Policy Optimization (PPO) [60] , Deep Deterministic

Policy Gradient (DDPG) [43], Twin Delayed Deep Deterministic Policy Gradient (T3D) [19], follow

the same design patterns, and they all use transfer learning.
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Figure 5.4: Reinforcement Learning Algorithm Models’ Average Convergence
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5.3 Evaluation

For the evaluation, different RL algorithm models’ average convergence times were compared

using the frustration reports submitted in the human study in Chapter 4. First, based on the

submitted reason, the important application for the user was extracted for each report. Then,

based on the computer’s total resource usage, the important application’s, and other applications’

resource usages at the time of report, a set of best actions was produced which would resolve the

frustration of the report’s owner. After that, a simulated environment was developed using python,

which fed the state data at the time of the report to the RL algorithm model as the input and then

received an action produced by the RL algorithm model. If the action was a member of the best

set of actions for that report, the simulated environment gave the RL the reward of 1, and the RL

would converge. However, suppose the RL was unsuccessful in finding an action that resolves the

user’s frustration. In that case, the simulated environment restarted and fed the state of the report

again to the RL. This procedure continued until the RL converged. One hundred and nine reports

were used for the evaluation. Then, the average convergence for each report was computed based

on ten trials. Finally, the average of all the reports’ average convergence times was set as a metric

for the RL algorithm models’ evaluation. The evaluation results are shown in Figure 5.4.

A2C achieved the fastest convergence time amongst all the reinforcement learning algorithm

models, and DDPG did not converge. Therefore, the pre-training of the A2C model was performed

using the same method shown in Figure 5.1 on my computer. After 4500 updates to the A2C

model, it was compared with the non-trained A2C model. As shown in Figure 5.4, the pre-training

of the A2C model improves its convergence by 60.83%.

5.4 Conclusion

In this chapter, different RL algorithm models were developed and evaluated on the real

user frustration cases collected from the previous chapter. The A2C was selected as the best RL

algorithm for the pre-training phase in terms of convergence time. Then pre-training of A2C was
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done on my computer using the human frustration prediction ML model developed in the previous

chapter so that the A2C model can generalize and converge faster in everyday cases. The pre-trained

A2C converged faster by 60.83%.



Chapter 6

Conclusion and Future Directions

6.1 Conclusion

This thesis identified the one-size-fits-all problem of operating systems in allocating resources

to applications based on user preferences. As a result, The smartOS architecture was defined to

fill this need.

A prototype of smartOS was implemented, which was used in a performance analysis against

other heuristics. In addition, the Convergence time and overhead of the smartOS prototype imple-

mentation were measured.

Furthermore, the SmartOS application was developed and used in an IRB-approved human

study. In the human study, 122,577 real-world scenarios from 15 users were collected, from which

665 scenarios were labeled as frustration, and the remaining were unlabeled. A semi-supervised

human frustration prediction model using GAN was developed, trained, and compared against

other ML models.

In the last chapter, different RLs were implemented using transfer learning, and they were

applied in the cortex of the SmartOS app to work with complicated everyday scenarios with con-

tinuous states. An evaluation was completed to test different RL models’ convergence times based

on the real-world collected data in the human study. The RL was pre-trained on my computer and

was evaluated against untrained RL in terms of convergence time.
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Figure 6.1: Architecture of Active SmartOS App, including App and Pre-trained A2C Algorithm
Located in Cortex Server
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6.2 Future Direction

An active human study may be completed to close the loop of this research for a possible

future direction. Active human study implies the SmartOS app should actively change the resource

allocation policy of running applications on the users’ computers based on the received action from

cortex. The SmartOS app will utilize the pre-trained A2C as the cortex. 4.1.2 and the users will

submit their frustration using the report button as the rewards to the A2C algorithm the same way

they did in Chapter 4. The A2C algorithm will continue to be trained based on the newly received

reports. By comparing the number and type of reports between the passive study in Chapter 4

and this active study, one can measure the effectiveness of an active SmartOS.

One possible architecture for the SmartOS in this human study is illustrated in Figure 6.1

The SmartOS app will be responsible for sending the state and rewards ( collected data in ref ) to

the cortex located on a remote server that runs the pre-trained A2C algorithm. After the cortex

has received the state and rewards, it stores them and feeds them to the pre-trained A2C algorithm.

The pre-trained A2C algorithm calculates the necessary action to reduce the user’s frustration with

the computer. Then the cortex sends the calculated action to the SmartOS app residing on the user

computer to change the resource allocation policy of the running applications in the user computer

using memory, CPU, network, and d/O knobs.

Due to the effectiveness of using the human frustration prediction model in pre-training the

A2C algorithm, the A2C algorithm in the active SmartOS app could receive its rewards from the

human frustration prediction model as a second source rather than waiting for the user to report

their frustration manually. However, the user manual feedback should overwrite the prediction

of the human frustration prediction model in case they are different. Using this method, we

will not bother users by getting manual feedback. It will take less time for the same amount

of rewards. Thus, SmartOS can converge faster using 14.1 rewards on average from the human

frustration prediction model on everyday real-world scenarios compared to relying on receiving

manual feedback only.
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If the SmartOS could not converge, it could return to Linux’s default resource allocation

policy. We would investigate how to ensure the property that SmartOS performs no worse than

the default policy.

Another possible future direction is studying the hidden information in the collected data

from the human study in chapter 4. Based on this investigation, the ML models employed in this

thesis and their results can be explained.
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[13] Théo Deschamps-Berger, Lori Lamel, and Laurence Devillers. End-to-end speech emotion
recognition: challenges of real-life emergency call centers data recordings. In 2021 9th
International Conference on Affective Computing and Intelligent Interaction (ACII), pages
1–8. IEEE, 2021.



61

[14] Siddharth Dias, Sidharth Naik, Sreepraneeth K, Sumedha Raman, and Namratha M. A ma-
chine learning approach for improving process scheduling: A survey. International Journal of
Computer Trends and Technology (IJCTT), 43(1):1–4, 2017.

[15] Zoran Duric, Wayne D Gray, Ric Heishman, Fayin Li, Azriel Rosenfeld, Michael J Schoelles,
Christian Schunn, and Harry Wechsler. Integrating perceptual and cognitive modeling for
adaptive and intelligent human-computer interaction. Proceedings of the IEEE, 90(7):1272–
1289, 2002.

[16] Clayton Epp, Michael Lippold, and Regan L Mandryk. Identifying emotional states using
keystroke dynamics. In Proceedings of the sigchi conference on human factors in computing
systems, pages 715–724, 2011.
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