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Abstract—Efficient resource management in cloud computing
research is a crucial problem because resource over-provisioning
increases costs for cloud providers and cloud customers; re-
source under-provisioning increases the application latency, and
it may violate service level agreements, which eventually makes
cloud providers lose their customers and income. As a result,
researchers have been striving to develop optimal resource
management in cloud computing environments in different ways,
such as container placement, job scheduling and multi-resource
scheduling. Machine learning techniques are extensively used in
this area. In this paper, we present a comprehensive survey on the
projects that leveraged machine learning techniques for resource
management solutions in the cloud computing environment.
At the end, we provide a comparison between these projects.
Furthermore, we propose some future directions that will guide
researchers to advance this field.

Index Terms—resource management, cloud computing, ma-
chine learning

I. INTRODUCTION

Nowadays, industry and academia are moving their appli-
cations to the cloud. Cloud computing provides a platform to
application developers so that they can run their applications
in the cloud without worrying about server setups and con-
figurations. On the other hand, cloud providers are constantly
looking for ways to offer better services to the developers
while they consider efficiency.

Resource management is the allocation of resources such
as CPU, Memory, Storage and Network Bandwidth to the
virtualization unit, such as virtual machines or containers,
in the cloud. There is no finite outline for proper resource
management. Good resource management can vary between
cloud providers based on their primary aspirations. The main
objectives usually are minimizing job completion time, make-
span time, increasing resource efficiency, cost reduction, and
energy optimization.

The objectives mentioned above are very significant. For ex-
ample, Amazon report shows that it loses 1% of its revenue for
a 100ms increase in a response delay. Google discovered that
an extra 0.5 seconds delay in search generation in Google will
drop its traffic by 20% [1]. This report shows the importance
of Service Level Objective (SLO) preservation. According to
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[2], approximately 70% of total data center operating costs
are due to power, which shows the importance of minimizing
energy consumption.

Researchers have been trying to propose solutions in this
area by using different methods such as heuristics and algo-
rithms. The problem with these methods is that they are not
workload-specific, they are not capable of handling workload
changes because they do not provide dynamicity, and they
need prior knowledge of the workload to tune parameters.
However, some of the researchers tried machine learning
to solve this. Because it is workload-specific, it can handle
dynamicity in workload behavior, and it does not need any
workload specialization.

In this paper, we review some of the works in the literature
that they proposed to manage and provision resources using
machine learning, and we compare these solutions based on
the methods they used, their objectives, their novelties, and
their final results. We also investigate some of the possible
future directions that researchers can study to improve state-
of-the-art techniques.

There are a few surveys done in this area. For instance, in
this recent survey [3] they provided a comprehensive study of
resource management, but they are more focused on research
papers in the context of performance management in the
cloud and do not give a clear picture to the readers about
the correlation between ML techniques and cloud computing-
specific objectives. In another survey [4], they studied re-
source management with the focus on energy consumption
optimization, which is not our main focus in this paper.
However, unlike those, this paper’s focus is more on providing
a literature review categorized based on the ML techniques that
are used, and comparing them. As a result, after reading this
survey, the reader will have a general idea of why researchers
chose different ML techniques for specific goals, what the
drawbacks of their approaches are and how they addressed
previous works’ gaps. Hopefully, this will give a clear picture
of the state-of-the-art research in using ML techniques in cloud
computing resource management.

The paper is organized as follows. In section II, we study
some reputable papers in the area. These papers are divided



based on their applied ML method to three categories: su-
pervised, unsupervised and reinforcement learning, which are
investigated in detail in sections II-A, II-B and II-C, respec-
tively. In section III, we present a comparative overview of all
the research reviewed in section II, and we recommend some
possible future directions in this area. Section IV summarizes
this paper.

II. SURVEY

Three popular types of machine learning models used in
resource management research are supervised, unsupervised,
and reinforcement learning (RL). In supervised learning, the
training dataset contains features and labels, and the model
learns to predict the label considering the features. There is
no label in the dataset in an unsupervised learning model,
so the model discovers the relation between the training data
and then find the correct labels based on the relation. In RL,
an agent gathers information about the environment called
state. Then, it does an action that changes the environment to
the next state and returns a reward to the agent. This reward
shows how much the agent’s action optimizes the RL objective
function. RL exploits state, action, and reward space to learn
the best action sequence, which gains the most cumulative
reward. We study the works that used supervised, unsupervised
and reinforcement learning in Section II-A, II-B and II-C
respectively.

A. Supervised Learning

In [5], there is a performance model predictor in their
system, which predicts a 5 min workload (reqg/sec) using the
recent 15 minutes of workload. Smoothing splines [6] are
used for the performance model predictor. Using the predicted
workload, they estimate the number of required servers and the
fraction of requests that violate the Service Level Agreement
(SLA). In order to prevent oscillation in the number of required
servers, a hysteresis parameter is employed. Whenever the
system detects a change in performance model predictor per-
formance, the system will switch to exploration mode in which
it does online training and tries to adjust the model. In the
exploration mode, at first, the system sets the required servers
to the maximum available servers, then it gradually removes
servers to reach the optimum number of required servers. Their
solution does not cover maximizing SLAs besides minimizing
the number of required servers objective; instead, they only try
to minimize the number of required servers and not violate
the SLA thresholds. As for benchmarking, they used the
Cloudstone Web 2.0 benchmark [7], which has a workload
generator called Faban [8], and they used real workload data
from Ebates.com.

Unlike the previous work, [9]’s goal is to maximize SLA
while optimizing energy consumption. They try to consolidate
tasks to turn off unused machines. In order to handle turning
on machines when the load increases, booting delay is con-
sidered. First, they predict the CPU Usage percentage of a
task using linear regression to predict its power consumption.
MS5P is used to predict power consumption from CPU usage

percentage prediction. Linear regression is also employed to
predict the SLA using features like CPU usage, the time a job
has spent so far, and available CPU. The paper assumes that
all machines are identical. The authors used their predicted
results in the Dynamic Backfilling to schedule jobs. Moving a
job is based on interference with the required resource of other
tasks running on the machine and trade-off between power
consumption savings and performance degradation. In the
evaluation section, a simulation is perfomed using OMNet++
[10]. To choose thresholds for turning off/on a machine,
different min and max usage thresholds are tested. Because
SLA guarantees are taken into account with a higher priority
in scheduling jobs rather than minimizing energy consumption.
their method is much less likely to violate SLAs. As for future
work, they proposed to use reinforcement learning instead
of the costly dynamic backfilling. It would be interesting to
consider different machine types or other resources such as
memory and network in their prototype. It would be more
realistic if more metrics are considered in their simulation as
well.

Instead of naively turning machines on and off, [11] has
considered different on/off states in this work, and they chose
the best on/off to offer lesser transition delay and power con-
sumption. The feed-forward Neural Network (NN) is utilized
to predict future workload based on workload history to decide
on when it is suitable to turn off machines to save energy.
For the evaluation, their system is simulated by using the
CloudSim and GridSim toolkits [12], [13]. They generated
workloads based on traces containing requests to NASA and
ClarkNet [14]. The power consumption and requests’ drop
rate is measured in different configurations. Their best result
is when they keep 20% extra servers on in addition to the
predicted number of required servers. They did not compare
their solution with any other power management scheme. It
could be beneficial to propose a more general solution that will
work with different workloads and data center architectures.
It will be more realistic to test their method in a real-world
environment and not keep 20% extra servers on.

The work [15] predicts the CPU utilization based on the
recent CPU utilization using both Error Correction Neural
Network and Linear Regression with/without sliding window
technique [16]. They used the predicted results to turn on/off
the unused VM to minimize the number of VMs. In order to
find the best window size, different values were experimented
with. The TPC-W benchmark [17] was employed to generate
the workload. The authors have shown that their system can
predict the future resource requirement surge sooner than the
VM instance setup. This approach was not implemented and
evaluated on the public cloud.

In [18] the primary focus is on cloud-based media process-
ing. The main objective is to prevent QoS degradation and
efficient resource management by minimizing the number of
VMs. To minimize the number of VMs, they predict the CPU
resource usage of a task based on similar previous tasks using
Support Vector Regression (SVR). These tasks are placed on
VMs based on the predicted results. The prediction confidence



metric using k-nearest neighbors (KNN) is employed to see if
their prediction is reliable. If it is not reliable, they will run
the task in a lightweight VM. To prevent QoS degradation, a
survival function (Q function [19] ) is used to determine if
combinations of tasks still obey QoS limits with a specified
confidence level. It is good to add more dimensions (Memory,
Network) to this problem as future work. Also, rearranging
the existing tasks instead of only placing them can make a
significant improvement. Their work also lacks consideration
of the variety of VMs and jobs like CPU bound or I/O bound
tasks.

B. Unsupervised Learning

In DejaVu [20], each service has a proxy responsible for
forwarding the users’ requests to the profiler. The profiler
computes each workload’s signatures, consisting of low-level
metrics to provide non-intrusive and low overhead monitoring.
These signatures are used for clustering the workloads using
K-means. The required resources for each cluster are computed
via linear search. After the required resource is computed for
a workload, the tuner maps that workload to a virtualized
resource. When DejaVu detects changes in the workload,
it will classify the workload using the C4.5 decision tree
based on its VM Id and its signature. When the classification
certainty level is low, DejaVu sets the workload to its full
capacity configuration and clusters and tunes again. They
compute performance interference by comparing the workload
performance in the profiler with the production, and they cover
this issue by providing more resources to the corresponding
service. For the evaluation, different services were tested such
as SPECWeb2009 [21], Cassandra [22] and RUBIS [23] by
replaying MSN messenger and HotMail traces [24].

C. Reinforcement Learning

In paper [25], reinforcement learning (SRASA(0)) is used
for offline training combined with different queuing models
[26]-[29] for online training to prevent the poor performance
of RL in the beginning [25]. Their RL model employs a Neural
Network (NN) inside the RL in place of a lookup table to
avoid the need to explore all the state, action space. The main
objective is to maximize net expected revenue. Their method
is tested through the TRADE3 application. They tested both
open-loop traffic and closed-loop traffic models. In order to
simulate a stochastic bursty time-varying demand, time series
traffic is modified [30]. Also, a batch CPU intensive workload
is tested as a sample of a non-web-based workload. Their
model handles dynamicity such as transient and switching
delays by including the previous decision in the input features.
Future work could include expanding their action space from
only server allocation to resource management ( CPU, Mem-
ory, Network bandwidth). They can also expand their state
space from the mean page request arrival rate only, by adding
other measurements.

In [31], the authors proposed a multi-resource cluster sched-
uler that schedules jobs online. The standard policy gradient
reinforcement learning [32] is used combined with DeepNN

[33] (rmsprop [34]). The assumption is made that jobs are
nonpreemptable. As stated in their paper, two resource types
are considered (though more types are supported) and the state
space contains the current resource allocation in the cluster and
the resource profiles of the first M jobs waiting to be scheduled
as well as the number of other jobs stored in the backlog.
DeepRM can schedule jobs based on an objective such as
minimizing average job completion time or job slowdown,
which can be chosen dynamically by defining the correct
reinforcement rewards. As for the evaluation, they compared
their solution with standard heuristics such as the shortest
job first or a packing scheme inspired by Tetris [35]. Future
work could add multiple machines [36] into their problem
space instead of one large machine, which brings out the
fragmentation problem. Data locality [37], [38] and inter-task
dependencies [35] could also be considered. They assumed
that a job’s resource requirement is known beforehand, but
that may not be the case for non-recurring jobs [39]. RL can
solve this partial visibility by casting the decision problem as
a POMDP [40]. Their learning phase is based on a finite time
horizon, which can be solved using a value network [41], that
estimates the average return value.

Decima [42] is an automatic, highly efficient, workload-
specific, and general-purpose scheduler for data processing
jobs to minimize job completion time. They used RL and
graph neural networks [44]-[47] in their model besides di-
rected acyclic graphs (DAG) [48]-[51] to represent job depen-
dency graphs. Their method converts DAGs of different sizes
and shapes to input vectors to the policy network. Each job
stage is scheduled with an efficient parallelism level. To deal
with continuous streaming of job arrivals, they terminate the
training episodes early in the beginning and gradually grow
their length, making policy to learn how to handle short and
straightforward job sequences and then learn more lengthy
challenging sequences [52]. For handling stochastic job ar-
rivals, the variance reduction technique [53], [54] is employed.
In the evaluation, Decima is integrated with Spark [55], and
workload traces are used from Alibaba and tested out in Spark
clusters [56], [57]. Other techniques include handling multi-
resource scheduling, batch mode, and resource fragmentation.
In terms of future work, they can use robust adversarial RL
[58] for drastic workload changes and meta-learning [59]-[61]
for online learning when a workload change happens. Multi-
agent RL [60]-[62] could be utilized to handle preemptable
jobs such that one agent is responsible for scheduling the next
stage, and the other one decides on executors to be preempted.

In [43], the paper used a decentralized deep-Q-network in
a multi-agent RL setting to schedule multi-workflow in IaaS
clouds with heterogeneous VMs with different configurations
and pricing models. Their main goals are minimizing make-
span time and user’s cost optimization. Their work’s novelty
is that their solution can reach correlated equilibrium policy in
a dynamic real-time environment to optimize more than one
objective using multi-agent reinforcement learning. They also
considered workflow DAGs, and they learned the correct par-
allelism level for each task. Well-known scientific workflows



TABLE I
AN OVERVIEW OF ML PROPOSALS TO MANAGE RESOURCES IN CLOUD COMPUTING

Year Ref. ML Tech Dataset Features Output Goal
2009 Bodik [5] Supervised: Smooth Cloudstone  web 2.0 Recent workload, #esti- Mean performance and Minimiz #servers
Splines and LOESS bencmark, Faban mated required server performance variance
workload generator,
Ebates.com traces
2010 Berral [9] Supervised: Linear regres- | Simulation: OMNet++ Recent CPU usage per- | CPU usage percent, power | Maximize SLA while op-
sion, M5P cent, available CPU, the | consumption, SLA timizing energy consump-
time the job has spent so tion
far
2010 Duy [11] Supervised: Feedforward Simulation: ~ CloudSim, Recent workload #Required Servers Minimiz #servers
NN GridSimNASA and
ClarkWeb traces
2012 Islam [15] Supervised: Error | TPC-W benchmark Cpu utilaztion history Cpu utilaztion Minimiz #VMs
corection NN and LR
with/without window size
technique
2013 Sembiring Supervised: SVR, KNN, An script of media tasks Media Task features Cpu utilaztion Minimiz #VMs
[18]

2012 Vasic [20] Unsupervised: Clustering SPECWeb2009, Workoad low level Signa- Workload cluster Meeting SLO when a
Cassandra and RUBIiS ture workload change happens
servisedMSN  messenge,

HotMail traces
2006 Tesauro RL:SARSA(0) combined | TRADE3 State: Workload and per- Action: server allocation Maximize net expected
[25] with NN formance revenue (which is based
on performance-based
SLA)
2016 Mao [31] RL with DeepNN (rm- Their Simulation State: The current re- Action: scheduling jobs Minimizing average job
sprop) source allocation, the re- completion time
source profiles of the first
M jobs waiting to be
scheduled, #jobs stored in
the backlog
2019 Mao [42] RL with Graph Neural Alibaba’s traces on Spark | State: Jobs” DAGs Action: Scheduling jobs Minimizing job comple-
Network cluster with the efficient level of | tion time
parallelism
2019 Wang [43] Multi-agent RL: Decen- Well-known scientific State: Jobs’ DAGs Action: Scheduling jobs Minimizing  make-span
tralized deep-Q-network workflows with the efficient level of | and user’s cost
parallelism

are employed with different tasks on Amazon EC2 instances
for evaluation. Future work can consider more than two QoS
metrics, such as reliability, and load balancing. On-the-fly
scheduling could also be explored.

III. DISCUSSION

Table I presents an overview of all the works that are
mainly discussed in detail in this paper. The majority of papers
used supervised learning. Most of the works that leveraged
supervised learning have employed recent workloads in order
to predict the current/future workload. Their main objectives
are minimizing the number of servers or VMs to save energy
and decrease costs. The VM/server in which a job is going
to be scheduled should have enough resources. Adding the
new job to it should not interfere with other jobs residing
on that VM/server. The ultimate VM/server among all the
VMs/servers that satisfy the above conditions is selected in
a greedy manner, which does not always guarantee a return to
the most optimum choice.

After supervised learning, reinforcement learning is the next
most prevalent method explored [63]. The state-space in most
RL works consists of jobs’ DAGs, and the action space is
scheduling jobs and specifying the level of job parallelism.
Their main objective is mostly to minimize job completion
time. The problem with these solutions is that their RL

methods are not online, so whenever a change happens in the
workload, there will be a delay in re-training the model and
responding to that change. So, they should use another method
besides RL for those situations.

Unsupervised learning is least suitable for resource man-
agement because it divides workloads into clusters, and many
workloads end up in the same cluster. As a result, the system
assigns the same resources for all the members of a cluster.
The only exception where unsupervised learning happens to
be beneficial is when the workload changes.

A promising direction for future work is for researchers to
study online learning with RL. They can use meta-learning. It
is going to be interesting to consider more than two conflicting
objectives by having more than two agents, and researchers
should also explore preemptible jobs by using a specified agent
for handling job preemption decisions. It would be better if RL
models did not rely on the job resource usage profile because
they are not always accurate; instead, they should estimate
each job resource profile using supervised learning.

IV. CONCLUSION

In summary, in this paper, we provided a comprehensive
survey on background works that have taken advantage of
the machine learning techniques to solve real-world problems
in the cloud computing area, and they have applied ML
algorithms to optimize different objectives related to the cloud



computing environment. We also discussed the potential future
directions of this research area, and we are hoping that using
this literature review helps researchers make more progress in
this field.
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