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Introduction: TurboFlow
Main idea: Optimize instead of offload. 
Q : What can we get out of the programmable 
hardware in next-generation commodity switches?

A : Flow record generation for multi-terabit 
rate traffic without sampling or offloading.
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Match Stateful Variables
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Optimization Performance 
Vs. Baseline

baseline (std::
unordered_map)

-

Reduce Pointer 
Operations

1.64X

Vectorize Key 
Comparison

3.79X

Batch and 
Prefetch

4.9X

average of 146 cycles spent 
per partial flow record.
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In the Paper

Cost analysis

More interesting  
flow features Pipeline layouts

Psuedocode

Expected worst  
case analysis

More Evaluation
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Conclusion  
(and Thank You for Listening!)

• Flow records are important 
for monitoring, but difficult 
to generate at the switch 
due to high traffic rates. 

• TurboFlow is a flow record 
generator carefully 
optimized for next 
generation commodity 
switch hardware that 
scales to multi-terabit rate 
traffic without sampling.
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