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TurboFlow is a scaleable flow monitoring system 
that generates high quality flow records.

TurboFlow provides excellent scalability and high quality records.
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18 packets ~ 9000 bytes

7 microflow records ~ 168 bytes

4 flow records ~ 96 bytes

Flow rate: 5M/sec           
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SamplingKey Fields
1.      Link ID
2.      Source IP
3.      Dest. IP
4.      Source Port
5.      Dest. Port
6.      Protocol

Flow Feature Fields
7.      Packet Count
8.      Byte Count (bytes)
9.      Duration (ms)
10.    Min. Inter-arrival (ms)
11.    Max. Pkt Size (bytes)
12.    First Packet Size (bytes)

Full flow records from the switch —> minimal flow collector overhead, high record quality

Sampling has 
high per-packet 

overhead.

FlowRadar has high 
overhead when 

tracking features.

Record quality: accurate flow records with many features.
Scalability: monitor high rate traffic from many vantage points.
Design Goals

TurboFlow generates full, high quality flow records entirely on the switch by 
tightly coupling a switch’s programmable forwarding engine (PFE) and CPU.

The microflow generator 
tracks flows with a 

specialized hash table that 
evicts microflows to the 

CPU when collisions occur.
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State access is efficient to 
synchronize using hash value

State partitions across 
parallel memory banks
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The microflow aggregator 
tracks flows with a 

standard hash table.

Small, constant number of 
memory operations

The microflow generator maps efficiently to PFE architectures.

Sustained flow rate using 24MB of PFE memory.

Switch CPU cores

TurboFlow
FlowRadar

Sampling

30.71 M 46.53 M
4 cores
53.12 M
7.47 M
1.62 M

3 cores2 cores

7.47 M7.47 M
1.62 M1.62 M

Greater PFE aggregation —> higher 
flow rates and more efficient use of 

switch CPU

Pipeline usage in programmable ASIC models, compiled with Domino [4].

Metric TurboFlow FlowRadar Sampling
# Memory Operations

% RMT [3] Stages
% Banzai [4] Units

13 35 2
43.7% does not fit 3.3%
4.3% 11.6% 0.3%

Throughput on the NFP-4000 
network processor [2].

Fewer memory operations —> 
less pipeline utilization

Fewer memory operations and 
less synchronization overhead —> 

higher throughput

Switch PFEs

Switch CPUs

Reconfigurable ASICs Network Processors

Background

Packets

Current systems do not meet both goals.

Sampled 
packets [5]

Encoded 
counters [1]

Flow 
Records

• Few memory updates per packet
• Parallel memory banks
• Parallel cores
• Limited code space

Design challenge: PFEs have complex architectures 
that restrict stateful functions.

Monitoring 
Appliance [6, 7]
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>1 Tbps 40 Gbps - 1 Tbps

quality or scalablility

Research Question: Can we aggregate more 
effectively using next-generation switches with 

programmable forwarding engines [2,3,4]?

Reduces CPU 
workload

Handles 
complex logic

expensive to scale


